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Multimodal approaches have been gaining traction in Computational Linguistics in a myriad of datasets, 
model architectures and tasks (Hodosh et al., 2013; Young et al., 2014; Plummer et al., 2015; Elliott et 
al., 2016; Lala and Specia, 2018; Yao and Wan, 2020). This paper evaluates evidence on how speech 
and image coalesce in meaning construction in the experience of TV show viewers, discussing to which 
extent a dataset annotated following the FrameNet model (Belcavello, 2020; Belcavello, 2022; Viridiano, 
2022; Torrent, 2022) can represent such meaning. We report on an eye-tracker experiment in which we 
compare the gaze points of interest of two different groups: one that watches the complete version of 
the show and another who watches a modified version, in which speech was completely removed. The 
hypothesis was that speech could direct gaze and, so, determine the ways image and text are combined 
in meaning construction. Results, however, indicate that the interference of speech in generating 
patterns of gaze is subtle and, in general, less effective than visual language or cinematic language 
expressed by camera angles, movements, framing and image composition. Such results, then, indicate 
that speech and text, although perceived as different modes, should be analyzed in combination with 
each other. In terms of Frame Semantics (Fillmore, 1982), it indicates that patterns of frame evocation 
should consider data as a whole, composed of both textual and visual material.  
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