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One of the core tenets of cognitive linguistics is that language is not a separate cognitive system, 
but connected to domain-general cognitive processes (e.g., Bybee & McClelland 2005). Language 
statistics in particular have been shown to reflect embodied relations, e.g., Louwerse (2008) shows that 
spatial iconicity is reflected in ordering preferences for binomial expressions, with pairs such as attic and 
basemenet being more frequent than the reverse, basement and attic. Similarly, word frequency 
statistics show that the English language is biased towards vision, in line with the Western cultural bias 
towards this sensory modality (Winter, Perlman & Majid 2018). 

 
Here, we investigate how language statistics reveal a recently uncovered bias: people’s tendency 

to neglect subtractive solutions to problems (Adams et al., 2021). For example, when tasked to “improve” 
a sandwich recipe, people will tend to add rather than subtract ingredients, and when tasked to review 
papers, reviewers will tend to make additive rather than subtractive suggestions. 

 
This paper demonstrates that the English language shows this addition bias across numerous 

levels of linguistic analysis. We first use the Corpus of Contemporary American English to show that 
words diagnostic of addition or the concept of ‘more’ (add, addition, plus, more, …) are more frequent 
than their subtractive counterparts (subtract, subtraction, minus, less, …). For our statistical analysis, 
we fitted a Bayesian negative binomial regression model (Winter & Bürkner 2021) with the fixed effect 
type (add vs. subtract) and random effects for word, register, and text file, including random slopes. In 
a second analysis, we use the same statistical modelling approach to show that English binomial 
expressions reveal addition bias in their ordering preferences, e.g., add and subtract is more frequent 
than subtract and add etc. Finally, we show that addition-related words are also more positive in terms 
of their connotation, as established via corpus-based contextual valence (Snefjella & Kuperman 2016). 

 
Finally, we use distributional semantic word vectors (word2vec, Mikolov et al. 2013) to show that 

synonyms of to change and to improve (as determined via thesaurus.com) are closer in semantic space 
to addition-related concepts. This analysis shows that the behavioral profile of words like to transform, 
to remodel, or to alter is similar to words such as to add and to increase. We then use a state-of-the art 
language model, GPT-3, to demonstrate that in contexts such as I suggest we change this by 
adding/removing, adding has a higher contextual probability than removing for all verbs of change we 
consider (linear mixed model fitted on log probabilities with random effect for word). Altogether, our 
results point to an addition bias being deeply rooted in language, including word frequency, word order 
preferences, emotional connotation, and the usage-based semantics of verbs of change in the lexicon. 
Our analyses also make a methodological contribution, showing how readily available rating datasets 
and off-the-shelf word vectors can aid in cognitive linguistic research, specifically with respect to 
research that looks at how language use relates to cognition more widely. 
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